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Abstract
Imprecise probability methods are often claimed to be robust, or more robust than conventional methods. In particular, the higher robustness of the resulting methods seems to be the principal argument supporting the imprecise probability approach to statistics over the Bayesian one. The goal of the present paper is to investigate the robustness of imprecise probability methods, and in particular to clarify the terminology used to describe this fundamental issue of the imprecise probability approach.
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1 Introduction
The theories of imprecise probability replace probability measures by more general mathematical objects, which can often be identified with particular sets of probability measures. Such sets appear naturally also in Bayesian sensitivity analysis (also called robust Bayesian analysis) [6, 27] and robust statistics [4, 20]. Hence, there is a strong connection between imprecise probability and robustness. In fact, methods resulting from the imprecise probability approaches to inference and decision making are often claimed to be “robust” (or “more robust” than alternative methods) [1, 14, 36], usually without specifying the meaning of “robust”. The goal of the present paper is to investigate the robustness of imprecise probability methods. We will focus in particular on the most developed theory of imprecise probability: the theory of lower and upper previsions [33, 35].

The question of the robustness of imprecise probability methods is particularly important in statistics, where the imprecise probability approach can be seen as an alternative to the Bayesian approach. In fact, when comparing these two approaches to statistics, the latter has clear advantages in terms of technical and conceptual simplicity [12, 13], also thanks to important invariances [3, 18, 21]. On the other hand, the (higher) robustness of the resulting methods seems to be one of the few general advantages claimed by the proponents of the imprecise probability approach. That is, the alleged (higher) robustness of the imprecise probability methods seems to be the principal argument for preferring the imprecise probability approach to statistics over the Bayesian one.

The present paper examines various aspects of the question of the robustness of imprecise probability methods, and in particular tries to clarify the terminology used to describe this fundamental issue of the imprecise probability approach. The paper is organized as follows. In the next section the concept of robustness is introduced. The robustness of imprecise probability methods is then investigated in Section 3, which is the core of the paper. In particular, in Subsection 3.1 the higher credibility of imprecise probability analyses over Bayesian analyses is discussed. These two kinds of analyses are then compared with regard to decision making: Subsection 3.2 considers the case when a decision has to be made, while the case when indecision is allowed is studied in Subsection 3.3. The final section summarizes the results.

2 Robustness
Robustness means “insensitivity to small deviations from the assumptions” [19, p. 2]. In the Bayesian approach to inference and decision making it mainly refers to “possible misspecification of the prior distribution” [7, p. 195]. Hence, the conclusions of a Bayesian analysis are not robust if there are several reasonable choices for the prior distribution and the conclusions depend on which prior is actually chosen, as in the following example.

Example 1 In the Bayesian framework, given an exchangeable sequence of Bernoulli random variables
$X_1, X_2, \ldots$, de Finetti’s theorem \cite[§ 11.4]{16} implies that they are independent and $\text{Ber}(\theta)$-distributed conditional on the success probability $\theta \in [0,1]$. That is, to complete the Bayesian model we must choose a (prior) probability distribution for $\theta$. Suppose that we have (almost) no prior information about $\theta$: several prior probability distributions have been suggested in this situation. In particular, Bayes \cite{5} and Jeffreys \cite{24} proposed the prior uniform distribution of $\theta$ on $[0,1]$ and of arcsin $\sqrt{\theta}$ on $[0,\pi/2]$, respectively. Using Walley’s $(s,t)$-parametrization of the beta distribution \cite{33, 34}, these two proposals correspond to the priors $\theta \sim \text{Beta}(2,1/2)$ and $\theta \sim \text{Beta}(1,1/2)$, respectively.

Assume now that we observe $X_1 + \cdots + X_7 = 6$. That is, of the first seven Bernoulli trials, six were successes and one was a failure. In general, on the basis of these data, the conjugate prior distribution $\text{Beta}(s,t)$ is updated to the posterior distribution

$$\text{Beta}\left(s+7, \frac{s+t+6}{s+7}\right).$$

In particular, Bayes’ and Jeffreys’ priors are updated to the posteriors $\theta \sim \text{Beta}(9,7/3)$ and $\theta \sim \text{Beta}(8,13/16)$, respectively.

Finally, suppose that we must choose between two courses of action with uncertain payoffs $A = 5X_8 - 4$ and $B = 4 - 5X_8$, respectively, expressed in a linear utility scale. This can be interpreted as choosing the side of a bet with odds of 4 to 1 on a success in the next Bernoulli trial, where the total stake is a fixed small amount of money. In general, the conjugate prior distribution $\text{Beta}(s,t)$ leads to the posterior expected utilities

$$E(A) = \frac{s}{s+7} \left(5t-4\right) + \frac{7}{s+7} \left(\frac{6}{7} - 4\right)$$

and $E(B) = E(A)$. These are plotted in Figure 1 as functions of $s \in (0,3]$, in the case $t = 1/2$ and in the limit cases $t \to 1$ and $t \to 0$. In particular, Jeffreys’ prior would lead to the choice of the first course of action (that is, betting on success), since $E(A) > E(B)$ when $(s,t) = (1,1/2)$, while Bayes’ prior would lead to the choice of the second course of action (that is, betting on failure), since $E(B) > E(A)$ when $(s,t) = (2,1/2)$.

Therefore, in this situation the decision resulting from the Bayesian approach is not robust, if both Bayes’ and Jeffreys’ priors are considered as reasonable choices in the case of (almost) no prior information about $\theta$. The Bayesian answer to this non-robustness issue would be to give more careful consideration to the prior information about $\theta$, in order to be able to identify more precisely the prior probability distribution for $\theta$.

Exactly as for the Bayesian approach, the conclusions resulting from the imprecise probability approach to inference and decision making are robust if they are not too sensitive to small deviations from the assumptions in general, and to possible misspecification of the prior (imprecise) probability distribution in particular. More precise definitions of robustness would be possible, but would have a high degree of arbitrariness, while the above informal definition is sufficient for the scope of the present paper.

3 Imprecise Probability Methods

The robustness of some kinds of conclusions resulting from an imprecise probability analysis has been studied in \cite{32}, with comforting results. However, this study did not consider the robustness of the conclusions when the imprecise probabilities have been updated in the light of new data. In this situation, which is obviously very important for the imprecise probability approach to statistics, the conclusions resulting from an imprecise probability analysis are in general not robust (and not more robust that the ones resulting from a Bayesian analysis), as shown in the following example.

Example 2 Let $X$ be a random variable taking value in the set $\{1, 2, 3\}$. Assume that our prior imprecise probabilities are determined by the unique assessment $P(X) = x$, where $x \in [1,3]$ is a real number. Suppose now that we learn that the value of $X$ is not 2. That is, we observe the event $X \in \{1, 3\}$. If we update our prior imprecise probabilities by regular extension \cite[Appx. J]{33}, then the posterior lower prevision of $X$ is

$$P(X) = \begin{cases} 1 & \text{if } x < 2, \\ x & \text{if } x \geq 2, \end{cases}$$

while if we update them by natural extension, then it is

$$P(X) = \begin{cases} 1 & \text{if } x \leq 2, \\ x & \text{if } x > 2, \end{cases}$$

since the prior lower probability of the observed event is 0 if and only if $x \leq 2$. In both cases (3) and (4), the posterior lower prevision of $X$, as a function of $x \in [1,3]$, has a discontinuity at $x = 2$.

Therefore, the posterior lower prevision of $X$ is not robust, if for example both values $x = 1.99$ and $x = 2.01$ are considered as reasonable choices for the prior lower prevision. By contrast, in a Bayesian analysis of this situation, the posterior expectation of $X$ would be a continuous function of the prior probability values, although it would be very sensitive to these values if the prior probability of the observed event were very small. Anyway, in this situation the posterior
distribution of the imprecise probability analysis is in general not more robust than the one of a Bayesian analysis.

However, the situation analyzed in Example 2 is artificial, and consequently its importance for the imprecise probability methods suggested in the literature is not clear. For this reason, in the remainder of the present section we shall consider further the situation of Example 1, focusing on the imprecise probability model that seems to be by far the most studied and used: the imprecise Dirichlet model \[8, 34\], in the special case of Bernoulli random variables \[33, \S \, 5.3\].

The imprecise Dirichlet model satisfies some important invariance properties, and in particular the representation invariance principle \[34\]. This principle describes a particular kind of robustness with respect to assumptions about the statistical model, and it cannot be satisfied by objective Bayesian analyses. However, it can be satisfied by subjective Bayesian analyses, and its appropriateness is questionable anyway \[34, \text{p.} \, 52\]. On the other hand, the imprecise Dirichlet model is highly non-robust with respect to other aspects of the statistical model \[28, 29\]. Therefore, to keep things simple, in the remainder of this section we shall consider only the robustness with respect to the choice of the prior distribution.

3.1 Credibility

From the standpoint of the theory of lower and upper previsions, a Bayesian analysis corresponds to the special case of an imprecise probability analysis in which we have so much prior information that the previsions are linear. Hence, from this standpoint, a lower prevision can be interpreted as being based on less information (or assumptions) than a linear prevision dominating it. In this case, the Bayesian analysis can thus be considered as less credible than the imprecise probability analysis, according to a “law of decreasing credibility” \[26, \text{p.} \, 1\], stating that the credibility of the conclusions decreases when additional assumptions are made.

Such a law seems reasonable when inferences such as confidence or credible regions are considered as conclusions, but it does not necessarily seem reasonable when decisions or point estimates are considered. Anyway, for the sake of argument, let’s agree that imprecise probability analyses are more credible than Bayesian analyses (when the linear previsions dominate the lower previsions). Does this imply that they are also more robust?

Example 3 In the imprecise probability framework, given an exchangeable sequence of Bernoulli random variables \(X_1, X_2, \ldots\), a generalization of de Finetti’s theorem \[15\] implies that they are independent and...
Ber(θ)-distributed conditional on the success probability \( \theta \in [0, 1] \). That is, to complete the imprecise probability model we must choose a (prior) imprecise probability distribution for \( \theta \). The usual choice of the prior imprecise probability distribution in the case of (almost) no prior information about \( \theta \) is the imprecise Dirichlet model, which corresponds to the set of all Beta(s, t) distributions with \( t \in (0, 1) \). That is, the parameter \( s \) must still be chosen: the most popular choices appear to be \( s = 2 \) and \( s = 1 \) [8, 34, 36]. In this context, it is important to note that the imprecise precisions resulting from different choices of \( s \) are nested, the more imprecise corresponding to the larger values of \( s \).

When observing \( X_1 + \cdots + X_7 = 6 \), the imprecise Dirichlet model is updated by regular extension to the posterior imprecise probability distribution corresponding to the set of all distributions (1) with \( t \in (0, 1) \). The posterior lower and upper precisions, \( P(A) \) and \( \overline{P}(A) \), of the utility of the first course of action described in Example 1 are the limits of (2) as \( t \to 0 \) and as \( t \to 1 \), respectively. By contrast, the posterior lower and upper precisions, \( P(B) = -\overline{P}(A) \) and \( \overline{P}(B) = -P(A) \), of the utility of the second course of action are the limits of \( E(B) = -E(A) \) as \( t \to 1 \) and as \( t \to 0 \), respectively. These two pairs of posterior lower and upper precisions are plotted in Figure 1 as functions of \( s \in (0, 3] \).

The posterior imprecise precisions with \( s = 1 \) are thus more credible (in the sense considered above) than the posterior expectations resulting from Jeffreys’ prior, and the posterior imprecise precisions with \( s = 2 \) are more credible than the posterior expectations resulting from both Bayes’ and Jeffreys’ priors. However, it is not clear why these posterior imprecise precisions should be more robust than the posterior expectations of Example 1, since they too depend strongly on the choice of \( s \).

The question of the alleged higher robustness of imprecise probability analyses compared to Bayesian analyses can perhaps be better clarified by considering the choice of a probability distribution as consisting of two steps. First we choose a lower prevision \( P \) and then we select a linear prevision \( P \) dominating it. The second step can be seen as an additional assumption, and therefore the imprecise probability analysis based on \( P \) is more credible than the Bayesian analysis based on \( P \). Moreover, since there is certainly some arbitrariness in the second step, the imprecise probability analysis can appear to be more robust than the Bayesian analysis. However, once \( P \) has been selected, it does not depend on the choice of \( P \) anymore. That is, the robustness of the imprecise probability analysis is relative to the arbitrariness in the choice of \( P \), while the robustness of the Bayesian analysis is relative to the arbitrariness in the choice of \( P \) (and not in both choices of \( P \) and \( P \)). So it is not clear that in general the Bayesian analysis is less robust than the imprecise probability analysis, even when the latter is more credible (in the above sense).

Of course, the imprecise probability analysis would be more robust than the Bayesian analysis, if there were no arbitrariness in the choice of the lower prevision. In this case, “conclusions drawn from the imprecise model are automatically robust, because they do not rely on arbitrary or doubtful assumptions” [33, p. 5]. Unfortunately, this is never the case, because there is always some arbitrariness in the choice of a model, even when we choose the vacuous model. In fact, if the vacuous prevision is a reasonable choice, then probably also a slightly more determined imprecise prevision would be reasonable.

In particular, the choice of the prior distribution in the imprecise probability analysis of Example 3 does not seem to be less arbitrary than the choice of the prior distribution in the Bayesian analysis of Example 1. In fact, thanks to symmetry arguments, in the Bayesian analysis the choice of \( t = \frac{1}{2} \) is less problematic than the choice of \( s \), which must be chosen also in the imprecise probability analysis. In analogy to the discussion above, we could see the choice of the prior probability distribution in Example 1 as consisting of two steps. First we choose to restrict attention to the beta distributions and we select the value of \( s \), while in a second step we also choose the value of \( t \). With this description, it appears that the imprecise Dirichlet model (corresponding to the choices in the first step) has one assumption less than the Bayesian beta prior (the assumption of a particular value for \( t \)). However, this appearance is misleading, because in the imprecise Dirichlet model we also make a choice about \( t \): we choose to let it vary in the whole interval \((0, 1)\). In fact, replacing this interval for instance with the interval \([\varepsilon, 1 - \varepsilon]\), for some small positive \( \varepsilon \), could also be a reasonable choice [11].

An important difference between the choices of \( s \) in Examples 1 and 3 is that in the latter case the imprecise precisions resulting from different values of \( s \) are nested, and this could make the choice “less crucial” than in the former case [34, p. 12]. The importance of this property of the imprecise Dirichlet model for the question of the robustness of the imprecise probability analysis of Example 3 depends on how the imprecise precisions are used. Therefore, in the following subsections we shall consider the decision problem of Example 1 in the imprecise probability framework of Example 3.
3.2 Decision

Several decision criteria have been suggested in the literature on imprecise probabilities [2, 17, 31]. Some of these criteria, like Γ-maximin, induce a total preorder on the possible decisions, and usually identify a single optimal decision. When such criteria are used in an imprecise probability analysis, the resulting conclusions are in general not more robust than those resulting from a Bayesian analysis, as shown in the following example.

Example 4 Consider the decision problem of Example 1 in the imprecise probability framework of Example 3. In particular, Figure 1 shows that $P(A) > P(B)$ when $s = 1$, while $P(B) > P(A)$ when $s = 2$. Hence, the Γ-maximin decision would correspond to the first course of action (that is, betting on success) when $s = 1$, and to the second course of action (that is, betting on failure) when $s = 2$. We would obtain the same decisions if we used the Γ-maximin, Hurwicz [2, 22], or interval bound dominance [17] criteria instead of Γ-maximin.

Therefore, in this situation the decision resulting from the imprecise probability approach is not robust, if one of these criteria is used and both $s = 1$ and $s = 2$ are considered as reasonable choices for the parameter $s$ of the imprecise Dirichlet model in the case of (almost) no prior information about $θ$. In complete analogy with the Bayesian analysis of Example 1, an answer to this non-robustness issue would be to give more careful consideration to the prior information about $θ$, in order to be able to identify more precisely the prior imprecise probability distribution for $θ$.

Other decision criteria, like maximality, E-admissibility, or interval dominance, often do not identify a unique optimal decision, and are perhaps more in keeping with the spirit of imprecise probabilities. When such criteria are used, imprecise probability analyses can be seen as descriptions of the robustness or non-robustness of Bayesian analyses. In fact, if one of these criteria identifies a single optimal decision in an imprecise probability analysis based on a lower prevision $\underline{P}$, then this decision is the unique optimal one in each Bayesian analysis based on a linear prevision $P$ dominating $\underline{P}$ (assuming that in these Bayesian analyses there are optimal decisions). By contrast, the two approaches diverge when the Bayesian analysis is not robust, in the sense that different linear previsions $P$ dominating $\underline{P}$ lead to different optimal decisions. In this case, all these decisions are optimal in the imprecise probability analysis based on $\underline{P}$, when one of the above criteria is used. However, this situation has very different meanings for the two approaches to decision making. In the Bayesian approach the non-robustness issue can be tackled by identifying more precisely the linear prevision $P$, while in the imprecise probability approach there is not necessarily a more precise lower prevision $\underline{P}$ that would still be a reasonable choice.

Therefore, since the goal of decision making is to select one of the possible decisions, in the imprecise probability approach we often still have to choose one of the optimal decisions, when one of the above criteria is used. This choice can be based on a second decision criterion selected among the ones usually identifying a single optimal decision, like Γ-maximin [25]. However, when such two-stage decision procedures are used in an imprecise probability analysis, the resulting conclusions are in general not more robust than those resulting from a Bayesian analysis, as shown in the following example.

Example 5 Figure 1 shows that in the decision problem of Example 1, when $s = 1$ we have $E(A) > E(B)$ if $t \in (0, 1)$ is sufficiently large, and $E(B) > E(A)$ if $t \in (0, 1)$ is sufficiently small. That is, the decision resulting from the Bayesian approach is robust, if only the Beta$(1,t)$ distributions with $t \in (0,1)$ are considered as reasonable choices for the prior probability distribution. Therefore, in the imprecise probability framework of Example 3, when $s = 1$ both courses of action would correspond to optimal decisions according to the criteria of maximality, E-admissibility, or interval dominance. Exactly the same holds in the case with $s = 2$. By contrast, when $s = 1/3$ these criteria would lead to a single optimal decision, corresponding to the first course of action (that is, betting on success), since in this case $P(A) > P(B)$, as can be seen in Figure 1. That is, the decision resulting from the Bayesian approach is robust, if only the Beta$(1/3,t)$ distributions with $t \in (0,1)$ are considered as reasonable choices for the prior probability distribution.

However, if the goal of the imprecise probability analysis is decision making (and not the study of the robustness or non-robustness of Bayesian analyses), then when $s = 1$ or $s = 2$ we still have to select one of the two possible decisions. If we choose one of the four criteria considered in Example 4 as the second decision criterion in a two-stage decision procedure, then we obviously obtain the same conclusions as in Example 4.

Another possibility (besides a second criterion in a two-stage procedure) for choosing a decision when there are multiple optimal decisions, is to select it arbitrarily. Of course, there is no real hope that the resulting decisions can be robust, since arbitrariness is antithetical to robustness. However, one could main-
tain that such an arbitrary choice cannot be non-
robust, because from the point of view of the decision criterion all optimal decisions are in a certain sense “equivalent”. But even from this point of view the decisions resulting from the imprecise probability approach are not robust in general, as shown in the following example.

**Example 6** Consider again the decision problem of Example 1 in the imprecise probability framework of Example 3, with decision criteria maximality, E-admissibility, or interval dominance. In Example 5 we have seen that in this case the first course of action (that is, betting on success) would correspond to the unique optimal decision when \( s = 1/3 \), while both courses of action would correspond to optimal decisions when \( s = 1 \). Hence, if we would choose one of the two optimal decisions arbitrarily when \( s = 1 \), then we could choose the second course of action (that is, betting on failure), which does not correspond to the single optimal decision when \( s = 1/3 \).

Therefore, in this situation the decision resulting from the imprecise probability approach is not robust, if both \( s = 1/3 \) and \( s = 1 \) are considered as reasonable choices for the parameter \( s \) of the imprecise Dirichlet model. Of course, \( s = 1/3 \) is not a usual choice for this parameter, but it would suffice to slightly modify the decision problem, in order to obtain that the difference in the decisions is between the cases \( s = 1 \) and \( s = 2 \) (instead of \( s = 1/3 \) and \( s = 1 \)). For instance, it would suffice to consider the decision problem corresponding to choosing the side of a bet with odds of 5 to 2 (instead of 4 to 1) on a success in the next Bernoulli trial, where the total stake is a fixed small amount of money (in this situation, the decision resulting from the Bayesian approach would be the same for both Bayes’ and Jeffreys’ priors: betting on success).

Hence, in this subsection we have seen that when a decision has to be made, the imprecise probability approach is in general not more robust than the Bayesian one. In particular, the choice of \( s \) in the imprecise probability analyses of Examples 4, 5, and 6 does not appear to be “less crucial” than in the Bayesian analysis of Example 1. In this context, it is important to note that the results would remain substantially unchanged if randomized decisions were allowed in these examples. In this case, we would have infinitely many possible decisions, but the (sets of) randomization probabilities of the optimal decisions would still change in a discontinuous way at either \( s = 1/3 \) or \( s = 1/2 \) (depending on the example being considered).

### 3.3 Indecision

As discussed in Subsection 3.2, decision criteria like maximality, E-admissibility, or interval dominance often do not identify a unique optimal decision, when used in an imprecise probability analysis. Instead of choosing a decision from the set of all optimal decisions, the set itself is sometimes considered as the conclusion resulting from the imprecise probability approach [1, 14, 36]. That is, (partial) indecision is sometimes allowed.

In this case, the set of all possible decisions of the original decision problem is practically replaced by its power set (without the empty set). The resulting new decision problem is in a certain sense smoother than the original one, because the indecision about two (originally) possible decisions can be seen as a middle course between them. Therefore, non-robustness issues regarding the new decision problem can be less serious than those regarding the original one. However, the Bayesian approach too can be applied to the new decision problem, as shown in the following example.

**Example 7** In Example 5 we have considered the decision criteria of maximality, E-admissibility, and interval dominance for the decision problem of Example 1, in the imprecise probability framework of Example 3. We have seen that the first course of action (that is, betting on success) would correspond to the unique optimal decision when \( s = 1/3 \), while both courses of action would correspond to optimal decisions when \( s = 1 \) or \( s = 2 \). Hence, if indecision is allowed, then we would stick to the first course of action when \( s = 1/3 \), but we would have indecision between the two courses of action when \( s = 1 \) or \( s = 2 \).

In order to apply the Bayesian approach when indecision is allowed, we can define the utility \( C \) of the indecision between the two courses of action. Assuming risk aversion, this utility must be larger than the utility of choosing one of the two courses of action at random (by tossing a fair coin) [37]: that is, \( C > 0 \). The choice \( C = 1/10 \) is plotted in Figure 1: we can see that in this case the decision resulting from the Bayesian approach would still be the first course of action (that is, betting on success) when \((s, t) = (1/3, 1/2)\), and the second course of action (that is, betting on failure) when \((s, t) = (2, 1/2)\), but it would be the indecision between the two courses of action when \((s, t) = (1, 1/2)\).

The new decision problem in Example 7 can be considered as smoother than the original one in Example 1, because in a certain sense there is a new possible choice (the indecision) somewhere in between the two courses of action. In particular, with the new decision
problem the choice of $s$ is perhaps “less crucial” than with the original one, but this holds for the Bayesian analysis as well as for the imprecise probability analysis.

Apparently, the imprecise probability approach has the advantage of not needing to define the utilities of the cases of (partial) indecision. However, this appearance can be misleading. First, the definition of these utilities can be avoided in the Bayesian approach too, for instance by replacing the posterior expectations of the utilities of the original decisions with their highest posterior density intervals (for a given probability level), and using interval dominance as a decision criterion. Second, and most important, the definition of the utilities for the cases of (partial) indecision is necessary anyway to evaluate and compare the resulting imprecise probability methods: much work has recently been done in this direction [37]. The trouble is that the imprecise probability methods are obtained on the basis of one decision problem (without utilities for the cases of indecision), and are then evaluated on the basis of another (with utilities for the cases of indecision).

The difficulty in evaluating and comparing imprecise probability methods is strictly related to a fundamental issue in the imprecise probability approach to inference and decision making: the difficulty in comparing models with different degrees of imprecision [30]. The discussion of this issue goes far beyond the scope of the present paper, but it is important to note the connection with the difficulty in the choice of the parameter $s$ of the imprecise Dirichlet model of Example 3, since the degree of imprecision of this model increases with $s$.

## 4 Conclusion

Imprecise probability methods are often claimed to be robust, or more robust than Bayesian methods. Sometimes the expression “more robust” is simply used as a synonym for “more imprecise” or “less determinate” [23]. However, this use is misleading, if not wrong. In fact, “more robust” has a positive connotation, which “more imprecise” or “less determinate” do not have, and which derives from its usual interpretation in science and engineering as meaning something like “less sensitive to small changes in the conditions or in the assumptions”.

In particular, in the Bayesian approach to inference and decision making, robustness mainly refers to changes in the choice of prior probability distribution. A Bayesian sensitivity analysis (also called robust Bayesian analysis) is the study of the robustness of the conclusions of a Bayesian analysis. The fact that Bayesian sensitivity analyses are often performed by letting the prior vary in a set of probability distributions can suggest the idea that imprecise probability analyses are robust (since imprecise probability measures can be identified with particular sets of probability measures). In fact, as discussed in Subsection 3.1, imprecise probability analyses can perhaps be considered as more credible than Bayesian ones, and as noted in Subsection 3.2, they can be seen as descriptions of the robustness or non-robustness of Bayesian analyses, when decision criteria like maximality, E-admissibility, or interval dominance are used. However, the robustness of imprecise probability analyses does not refer to the variability of a (precise) prior in a set of probability distributions, but rather to the variability of the (imprecise) prior in a set of imprecise probability distributions.

Another source of confusion about the robustness of imprecise probability methods (besides the meaning of “robust” in the expression “robust Bayesian analysis”) seems to be the idea that they are allowed to be inconclusive, while Bayesian methods are not. In fact, the Bayesian approach to a particular decision problem is sometimes compared to the imprecise probability approach to a modified version of the decision problem, in which (partial) indecision is allowed. As discussed in Subsection 3.3, the new decision problem is in a certain sense smoother than the original one, and so robustness can be less of an issue. However, both approaches can be applied to both decision problems, and a fair comparison is possible only if they are applied to the same one.

In conclusion, imprecise probability methods are in general not robust, and not more robust than Bayesian methods. The robustness of the imprecise probability approach to inference and decision making can be increased by introducing a second-order possibility distribution, allowing a smoother and more efficient updating rule [9, 10], but this goes beyond the scope of the present paper, and will be the subject of future work.
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